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Abstract
Uncertainty is a measurable notion in statistics and measurement theory. Also, uncertainty typically propagates from one stage to the other in a measurement or estimation process. Software Requirements constitute an event space following standard distributions. Thus statistical concepts such as residuals, standard distribution, and uncertainty – and uncertainty propagation – are applicable from statistics and measurement theory.

This work presents preliminary results that allow evaluating the benefits of pursuing such a research direction for Six Sigma practice. We present the results of a field study where we compare the life cycles of new requirements to Personalized Customer Communications Software with the calculated uncertainties of these requirements.

A general approach to uncertainty propagation is applied in this case to quantify to what extent the uncertainty in input variables (requirements definition, for instance) can affect the outcomes of software analysis and development processes (project size, for instance), and finally our software estimation true capability. Uncertainty propagation is also known as “error propagation” in science (not to be confused with defects in software engineering).

1. Introduction
When we write “software”, we use “processes”, indeed. We have an input, usually customer requirements or – at least – expectations, we expect output such as code, a computer system running some new applications, or services, and we have a set of controls such as time, cost, and other quality attributes. Thus writing software resembles at least in theory a process, as we know from industry. Nevertheless, applying statistic methods to software processes seems more difficult than in many other industries.

1.1. The Nature of Software Development
Software development is knowledge acquisition – it is different from industrial engineering. Industrial engineering is a transition from an imagination into reality – first is the idea, then the detailed specification, the build and testing, improving the construction if needed until it works, then operation.

Software is different. Initially, we have but a rough idea of what we want, then we must think about it in more detail, find out what resources we need, what technology to use, what the constraints are in terms of time and cost. The more we know about the problem, the better we can define it and break into parts, the closer we get to the solution.

If we want to control software development, it is necessary to address and measure knowledge, and to develop metrics for knowledge acquisition. For this, see [6].

In short, knowledge is represented by transfer functions between possibly infinite sets of requirements, which we denote as knowledge terms \( x_1, \ldots, x_m \rightarrow g \) where \( x_1, \ldots, x_m \in X \) and \( g \in G \), where \( X \rightarrow G \) represent the knowledge about the transition between different knowledge domains, for instance between technical requirements \( X \) and business requirements \( G \). The technical solution requirements \( x_1, \ldots, x_m \) are the causes that make the business requirement \( g \) happen; this is knowledge. Such knowledge domains are denoted as functional topics.

Thus, formally, requirements management can be modelled using the same techniques as for statistical process control, where we try to understand processes by a finite sample of the infinite set of all possible input and output of that process.
1.2. Statistical Process Control

In production, statistical process control is a technique based on collecting data from the process’ outputs, such as physical quality attributes like size, weight, or form, and measure variations. By comparing those measured variations with various other process parameters, root causes for variations become apparent. Eliminating root causes limits these variations. We iterate that until all variations encountered remain within tolerable limits. Such limits are denoted as tolerance interval. Process results that lie outside of the tolerance interval are denoted as defects. A “defect” in statistical process control is therefore a “strange behaviour” of the process results, affecting the process output(s) in some way or another.

1.3. The Metrics for Variance

From statistics, the Six Sigma approach uses the following metrics for variance:

$$
\sigma = \sqrt{\frac{n \sum x_i^2 - (\sum x_i)^2}{n^2}}
$$

where \( n \) is the size of the data sample, and \( x_i \) are the measured data components, for \( i = 1, \ldots, n \). The variance \( \sigma \) (“sigma”) corresponds approximately to \( \frac{1}{6} \) of the bell’s curve base length, if the data distribution is statistically normal. This is why we say, if \( \sigma \) is small enough to fit “six times” into the tolerance interval, our process has Six Sigma\(^1\).

1.4. Requirements Samples

As with any statistical data set, real requirements are represented by a finite set of explicitly formulated requirements. Typically, the formulation is done in natural language; sometimes a formal requirements language is used, allowing applying some mathematical logic to it for consistency and completeness checks. The best-known such logic is Quality Function Deployment, where representative sets of requirements between the various requirement areas are linked together using linear matrices and tensor algebra. Because of our inability to deal effectively with possibly infinite sets of requirements, we are interested in knowing whether the explicit requirements sample – be it from the customer or from the business analyst – is representative enough to start spending time and money on a software project. One possibility is analysing the transfer functions between the various kind of requirements on the different levels such as customer’s needs, business requirements, technical, functional, and non-functional requirements, as outlined in [6]. However, it is yet unknown whether this transfer function allows for assessing the uncertainty of an individual requirement.

Individual requirements carry an uncertainty that originates from the requirements selection process. Depending upon the language skills and domain know-how of the requirements selector, the author of the requirements specification document might easily miss, skip, or hide some details on his/her requirements, that might be fundamental for a correct software understating, and further transformation into the other levels of requirements. Therefore, if we know the knowledge transfer functions \( \{x_1, \ldots, x_m\} \rightarrow g \), we can look at the uncertainty transition for such requirements.

CMMI Level 4 organizations can track technical requirements back to the originating business requirements and therefore such an approach can be quite interesting and valid.

\(^1\) In manufacturing, the Six Sigma practice assumes a shift of 1.5 \( \sigma \) in the target mean value. For a discussion of this shift, see for instance [5].
2. Error propagation theory – A summary

When the quantity to be determined is derived from other measured quantities, and if the measured quantities are independent of each other (that is, their contributions are not correlated), the uncertainty “δ” of each contribution may be considered separately [1].

For example, suppose we measured the quantities time \( t \pm \delta t \) and height \( h \pm \delta h \) for a falling mass (the δ’s refer to the relatively small uncertainties in \( t \) and \( h \)). We have determined that:

\[
h = 5.32 \pm 0.02 \text{ cm},
\]
\[
t = 0.103 \pm 0.001 \text{ s}.
\]

From physics, we can find the gravity acceleration \( g \) from the relation:

\[
g = g(h,t) = \frac{2h}{t^2}
\]

which yields \( g = 10.029\ldots \text{ m/s}^2 \) (the well-known value for \( g \) is actually 9.80665\ldots \text{ m/s}^2). To find the uncertainty in the derived value of \( g \) caused by the uncertainties in \( h \) and \( t \), we consider separately the contribution due to the uncertainty in \( h \) and the contribution due to the uncertainty in \( t \), combined in quadrature:

\[
\delta g = \sqrt{\delta h^2 + \delta t^2}
\]

where for instance we denote the contribution due to the uncertainty in \( t \) by the symbol \( \delta g_t \) (read as “delta-g-t” or “uncertainty in \( g \) due to \( t \)”). The basis of the quadrature addition is an assumption that the measured quantities have a normal, or Gaussian, distribution about their mean values and that they are not correlated one with each other.

A typical method to calculate the contributions of direct measured independent variables in the dependent variable being derived is the derivative method. The basic idea is to determine by how much the derived quantity would change if any of the independent variables were changed by its uncertainty. Let the function \( f = f(x_1, \ldots, x_N) \) be the formula used to derive the dependent variable \( f \) from the \( N \) independent variables \( x_i, \ldots, x_N \), and let \( \delta x_i \) be the estimated error on the value measured for each variable \( x_i \). That is, the true value of \( x_i \) belongs to the interval \((x_i \pm \delta x_i)\) for each \( i \) from 1 to \( N \). Then the true value of \( f \) belongs to the interval \([f(x_1, \ldots, x_N) \pm \delta f]\), where \( \delta f \) is given from the derivatives formula:

\[
\delta f = \sqrt{\sum_{i=1}^{N} \left( \frac{\partial f}{\partial x_i} \delta x_i \right)^2} = \sqrt{\left( \frac{\partial f}{\partial x_1} \delta x_1 \right)^2 + \ldots + \left( \frac{\partial f}{\partial x_N} \delta x_N \right)^2}
\]

The derivative \((\partial f/\partial x_i)\) is a partial derivative (simply put, when taking a partial derivative with respect to one variable, treat any other variable as constant). Since each uncertain variable will increase, not decrease the final uncertainty, we put the uncertainty in \( f \) due to the uncertainty in \( x_i \) as the absolute value. In the cited example for acceleration \( g = g(h,t) \) we have:
\[ \delta_{g_t} = \left| \frac{\partial g}{\partial t} \right| \delta_t = \left| -4h/t^3 \right| \delta_t, \]

\[ \delta_{g_h} = \left| \frac{\partial g}{\partial h} \right| \delta_h = \left| 2/t^2 \right| \delta_h, \]

so that:

\[ \delta_g = \sqrt{\delta_{g_t}^2 + \delta_{g_h}^2} = \sqrt{\left( \frac{4h}{t^3} \delta_t \right)^2 + \left( \frac{2}{t^2} \delta_h \right)^2} = 19.8 \text{ cm/s}^2 \approx 0.2 \text{ m/s}^2. \]

This is the uncertainty on the previously derived measure of the acceleration gravity \( g = 10.029\ldots \text{ m/s}^2 \), due to the uncertainties on the measured quantities height \( h \) and time \( t \) for the falling mass in our experiment.

For simple formulas, as addition, subtraction, multiplication and division of two variables, one can easily find that the uncertainty is calculated as in the following:

if \( f = f(x,y) = x + y \) then \( \delta_f = \sqrt{\delta_x^2 + \delta_y^2} \)

if \( f = f(x,y) = x - y \) then also \( \delta_f = \sqrt{\delta_x^2 + \delta_y^2} \) ("uncertainties always add")

if \( f = f(x,y) = x \cdot y \) then \( \delta_f = \sqrt{y^2 \delta_x^2 + x^2 \delta_y^2} \)

if \( f = f(x,y) = x / y \) then \( \delta_f = \sqrt{\left( \frac{x}{y^2} \right)^2 \delta_x^2 + \left( \frac{1}{y} \right)^2 \delta_y^2} \)

Notice how the variables values are mixed together in the uncertainty calculation for multiplication and division - it’s worth pointing out that fractional (or percentage) uncertainties in multiplication and division behave much like absolute uncertainties in addition: they sum up. In other words, for \( f = f(x,y) = x \cdot y \) or \( x / y \) the fractional uncertainty is:

\[ \frac{\delta_f}{f} = \sqrt{\left( \frac{x}{y^2} \right)^2 \delta_x^2 + \left( \frac{1}{y} \right)^2 \delta_y^2}. \]

If either \( x \) or \( y \) is a constant or has a relatively small fractional uncertainty, then it can be ignored and the total uncertainty is just due to the remaining term. Furthermore, if one of the measured quantities is raised to a power, the fractional or percentage uncertainty due to that quantity is merely multiplied by that power before adding the result in quadrature. For instance, from the original example for \( g = 2h/t^2 \):

\[ \frac{\delta_g}{g} = \sqrt{\left( \frac{4h}{t^3} \right)^2 + \left( \frac{2}{t^2} \right)^2} = \sqrt{\left( \frac{2\delta_h}{t} \right)^2 + \left( \frac{\delta_t}{y} \right)^2}. \]

For the values in our example, \( \delta_h/h = 0.5\% \) and \( \delta_t/t = 1\% \) (so \( 2 \delta_t/t = 2\% \)), so we can see that the contribution from the uncertainty in \( h \) is negligible compared to the contribution from \( t \). We can therefore conclude (as confirmed by previous calculation) that the fractional uncertainty in our measured result for \( g \) is about 2\%: \( g = 10.0 \pm 0.2 \text{ m/s}^2 \).
As a reference, Tab. 1 shows the uncertainty of simple functions, resulting from independent variables A and B, with uncertainties respectively \( \Delta A \) and \( \Delta B \), a precisely-known constant \( c \) (that is, with an uncertainty on it which is much less than the others, or negligible) and eventually a precisely-known power value \( n \) (the case where the uncertainties on \( c \) or \( n \) are not negligible are more complex, but they can be equally derived by the derivative method previously discussed).

<table>
<thead>
<tr>
<th>Function</th>
<th>Function uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X = A \pm B )</td>
<td>( (\Delta X)^2 = (\Delta A)^2 + (\Delta B)^2 )</td>
</tr>
<tr>
<td>( X = cA )</td>
<td>( \Delta X = c \Delta A )</td>
</tr>
<tr>
<td>( X = c(A \times B) ), or ( X = c(A/B) )</td>
<td>( (\Delta X/X)^2 = (\Delta A/A)^2 + (\Delta B/B)^2 )</td>
</tr>
<tr>
<td>( X = e^{cA} )</td>
<td>( \Delta X/X =</td>
</tr>
<tr>
<td>( X = \ln (cA) )</td>
<td>( \Delta X = \Delta A/A )</td>
</tr>
<tr>
<td>( X = \exp(A) )</td>
<td>( \Delta X/X = \Delta A )</td>
</tr>
</tbody>
</table>

**Table 1: Error propagation example formulas.**

### 3. Measuring the Uncertainty of Requirements

The obvious way of measuring the uncertainty of requirements “a posteriori” is to measure the amount of rework induced by changes to the requirements. This is quite easy, assuming our CMMI Level 3 organization has done its measurement homework right. The problem is that this rework must be distinguishable whether caused by requirements change or by bug fixes. Bugs in this sense refers to implementations not according to specifications, or B-Defects in the sense of [5] and [6]. The notion of A-Defects refers in contrary to wrong or missing requirements. The distinction between A-Defects and B-Defects requires the ability to trace back the need for rework to the phase of its origin; again this is no problem for CMMI Level 3. However, how to measure the uncertainty of requirements “a priori”?

### 3.1. The Deming Process Chain for Software Development

The clue to solve this problem is that requirements are not standing alone. Requirements are among a network of different topics. A Deming process chain connects different topics – or knowledge domains – using transfer functions that are represented by linear matrices between the finite set of representative requirements for the different topics concerned. Figure 1 represents a typical Deming chain for software development, including the Voice of the Customer decision area, the Capability Maturity process enabling area, and the product realization area with product feature deployment and testing.

Let \( G, X \) be functional topics, and \( g \in G, x_1, \ldots, x_m \in X \) requirement samples for these topics. We characterize the knowledge term \( \{x_1, \ldots, x_m\} \rightarrow g \) by assigning scalar weights \( \alpha_1, \ldots, \alpha_m \) that describes the strength of relationship between the cause \( x_i \) and the effect \( g \). About knowledge terms, see [2].

Let’s assume we have a set of \( n \) requirements \( \{g_1, \ldots, g_n\} \) from functional topic \( G \), and for each representative \( g_i \) some knowledge terms \( \{x_{i,1}, \ldots, x_{i,m}\} \rightarrow g_i \) assuming \( i = 1, \ldots, n \). Let \( \alpha_{i,1}, \ldots, \alpha_{i,m} \) be the corresponding relationship weights; they can be arranged in a \( n \times m \) matrix:

\[
\varphi = \begin{bmatrix}
\alpha_{i,1} & \ldots & \alpha_{i,m} \\
\ldots & \alpha_{i,j} & \ldots \\
\alpha_{n,1} & \ldots & \alpha_{n,m}
\end{bmatrix} \quad i = 1, \ldots, n, \text{ and } j = 1, \ldots, m.
\]
We call the matrix $\varphi$ of relationship weights a **knowledge combinator**. We know such matrices as the method of Quality Function Deployment (QFD) [1]. QFD is widely used in “Design for Six Sigma”, see for instance [5].

Well-established techniques exist for characterizing functional topics with only a few requirements [7], [10], [10]. By choosing a comprehensive-enough set of requirements for functional topic $G$, we can keep the number of such requirements low for that functional topic and thus describe the Deming processes by just a few characteristic requirements on both the input and the output side.

![Figure 1. Deming process chain for software development with its knowledge combinators](image)

**3.2. Topic Profiles – Measuring Knowledge**

With QFD, we have to possibility to measure knowledge acquisition and its variation along the Deming process chain. We do not need to count knowledge in some way. It is sufficient to study the process itself and its results, the requirements.

Let $G$ be a functional topic as before. The topic $G$ may represent the Customer’s Needs that result from the decision processes in the Deming process chain. The requirements of $G$ are not equally graded; there exist different weights. The set of these different weights is denoted as a *(requirement) profile*. If the weights for the effects are not equal, the solution
requirements that cause these effects cannot be either. Thus for the solution requirements \( X \) in
the knowledge \( X \rightarrow G \) there must also exist profiles that give suitable weights to the
requirements of \( X \). In practice, this means that the resulting effect on \( G \) depends both from
the selection of requirements in \( X \), and from their respective weights.

Usually you have a goal profile for the requirements \( g_1, \ldots, g_n \in G \); this is the vector
\( \langle g \rangle = \langle \gamma_1, \ldots, \gamma_n \rangle \). This vector represents the profile of the desired effects. Given any solution
requirements \( x_1, \ldots, x_m \in X \), we would like to know its solution profile that produces an effect
as close as possible to the goal requirements (see Fig. 2). Assume the profile for the cause
vector is \( \langle x \rangle = \langle \xi_1, \ldots, \xi_m \rangle \), the \( \xi_j \) representing scalar values for the weights of the solution
requirements \( x_j, j = 1, \ldots, m \).

The matrix (2) allows for the calculation of the resulting profile when applying knowledge
\( X \rightarrow G \) to the functional topic \( X \). Then we calculate the weights of the resulting effects as follows:

\[
\varphi(\langle x \rangle) = \langle \varphi_1, \ldots, \varphi_n \rangle = \left\langle \sum_{j=1}^{m} \alpha_{i,j} \cdot \xi_j \right\rangle, \ldots, \left\langle \sum_{j=1}^{m} \alpha_{n,j} \cdot \xi_j \right\rangle
\]

component wise: \( \varphi_i = \sum_{j=1}^{m} \alpha_{i,j}, \ i = 1, \ldots, n \)

Again, the \( \alpha_{i,j} \) denote the QFD matrix elements, which represent the weights of the
relationship between solution requirements and effects \( (i = 1, \ldots, n; \ j = 1, \ldots, m) \); \( \varphi \) is a
mapping from a vector with \( m \) components into another vector with \( n \) components. We call
the resulting profile \( \varphi(\langle x \rangle) = \langle \varphi_1, \ldots, \varphi_n \rangle \) the effective profile. Unfortunately, the effective
profile will not automatically match the original goal profile \( \langle g \rangle \). With \( \langle x \rangle \) selected
arbitrarily, there is a gap between the vectors \( \langle g \rangle \) and \( \varphi(\langle x \rangle) \). The only commonality
between the two vectors is that they both have the same number of components, namely \( n \).

The knowledge combinators provide the metrics that define the statistical variance that we
must expect when developing software. The Deming process chain yields metrics that let us
control the deployment of requirements throughout the software development. see [6] for
more on this.

### 3.3. Measuring Uncertainty

With this measurement framework for requirements, we can predict uncertainty at the
beginning of the software development process by taking its derivative per component. Thus
the uncertainty of a business requirement depends from the effect that a variation in the
technical solution area produces.

Let \( \varphi(\langle x \rangle) = \langle \varphi_1(\xi_1, \ldots, \xi_m), \ldots, \varphi_n(\xi_1, \ldots, \xi_m) \rangle = \langle \varphi_1, \ldots, \varphi_n \rangle \), where \( \langle x \rangle = \langle \xi_1, \ldots, \xi_m \rangle \)
and \( m, n \) some dimensional numbers. Then the formula:

\[
\delta \varphi_i = \sqrt{\sum_{j=1}^{m} \left( \frac{\partial \varphi_i}{\partial x_j} \delta x_j \right)^2} = \left( \left( \frac{\partial \varphi_i}{\partial x_1} \delta x_1 \right)^2 + \cdots + \left( \frac{\partial \varphi_i}{\partial x_m} \delta x_m \right)^2 \right) \ i = 1, \ldots, n
\]

expresses the uncertainty of the goal requirement \( \varphi_i \), due to the uncertainties on the solution
requirements \( \langle x \rangle \).

Thus we can predict the uncertainty of a single requirement from nothing else than the
requirements for the technical solution, and later compare it with the actually measured
uncertainty.
4. Validation

From Figure 1, we’ll use the knowledge chain FT \(\rightarrow\) UC, UC \(\rightarrow\) BS, and BS \(\rightarrow\) CN, thus from Functional Tests (FT) via Use Cases (UC) and Business Scenarios (SC) back to Customer’s Needs (CN), wishing to know the uncertainty of the requirements for Use Cases, Business Scenarios, and Customer’s Needs.

Every knowledge combinator creates an uncertainty of its own, resulting from the variations induced by the solution approach. Uncertainties add up, therefore the uncertainty of the Customer’s Needs (CN) is composed from the uncertainties induced from all of the selected solution approaches for the Business Scenarios (BS).

The actual measurements being considered in this work are taken from the Measurement Repository of the Software House GMC Software Technology\(^2\). As measurement data, we have effort and duration of actual project tasks that we can compare with the estimations on the level of Use Cases (UC). There is no “natural” metric for uncertainty in this data source, thus we used the following metrics as the actual uncertainty per project task in the dataset:

\[
\text{uncertainty} = \sqrt{\frac{p^2 - a^2}{a^2}}
\]

where \(p\) is the planned duration and \(a\) the actual duration of a project task. Since duration and effort are closely linked within GMC’s software operations, we can assume that they provide the “same” metrics.

![Figure 2. Predicted vs. Measured uncertainties (data source: GMC Software Group - Customer communications design software – r. 5).](https://example.com/f2.png)

\(^2\) GMC Software Group is a Level 4 company that provides standard solutions for customer communications. The software development is located in Czech Republic; sales and support office are in Europe, Asia, and the Americas; the headquarters are in Switzerland. See [www.gmc.net](http://www.gmc.net).
Since the derivative calculated from the knowledge combinators has no dimensions as well, we can scale both, the predicted uncertainty metrics as well as the measured uncertainty to the same range, for comparison. In the graph from Figure 2, we scaled them to a unit scale, which is easily understandable by management. If estimations and actual durations differ by a factor of 2, the uncertainty metrics would yield 0.77. For a perfect match, uncertainty would be equal to 0. If they are completely off, such as for seven days in estimation and one day in actuals, the uncertainty grows near to 1.0.

The correlation coefficient of the linear fit in Figure 2 is 0.70; such correlation is interesting enough to justify further studies on the usage of uncertainty estimation. Note that in this sample, we did not remove clear outliers such as these use cases that use only one day instead of seven.

Uncertainty metrics for use cases (UC) can be uplifted to business scenarios (BS) and Customer’s Needs (CN), yielding uncertainty metrics for the respective requirements. No data exists that we can use to compare with; thus our uncertainty metrics reflect the uncertainty that we induce in the software process by selecting the validation strategy on the use case level. The metrics can be used to understand whether the chosen test strategy reflects the project’s goal statement, reflected in customer’s needs, or if our development strategy has induced certain risks that otherwise may have gone undetected.

5. Conclusions

The uncertainty metrics has now been incorporated into the measurement dashboard of GMC software development. For Six Sigma or CMMI Level 4 companies, the Uncertainty Estimation based on the uncertainty propagation theory, adds quite some value. First of all, it supports selecting test cases such that uncertainty on technical requirements or Use Cases is minimized. Furthermore, if software development is based on the Deming chain of requirements, it allows to get information out of knowledge combinators that’s applicable for individual requirements, on all levels, including Customer’s Needs. Risks with specific requirements can more easily be detected based on metrics than on experience and brainstorming only. It does not replace experience and domain expertise, it can effectively support it. When selecting new features to implement in software, uncertainty of requirements on all levels is a very valuable asset.

Companies neither doing QFD nor Six Sigma may find it difficult to set up knowledge combinators for development control. Those that do it get yet another advantage that is difficult to match for less advanced competitors.

Six Sigma and QFD are methods in the public domain, not protected by proprietary licences, methods or tools. They are not easy to master but results are overwhelmingly convincing. GMC Software Group that uses this approach is experiencing growth rates in the 50% range for many years now. Other companies can achieve this too, when they start to understand high-quality software business.
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